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1.0 INTRODUCTION

HPE'’s Azure Stack HCl solution uses Microsoft-validated HPE ProLiant Gen9 and Gen10 servers to create highly reliable Windows Server
2019 cluster o run virtualized workloads on-premises with optimal performance. Azure Stack HCI solution utilizes Windows Server 2019
Storage Spaces Direct (S2D), a software-defined storage feature, to combine individual server’s local-attached storage devices such as SATA
and SAS HDDs, SSDs, NVMe devices, and Persistent Memory to create cluster shared disk volumes. Distributed among several cluster nodes,
these volumes can withstand disk, node, and network failures, and continue to operate normally without downtime. Different levels of
resiliency can be achieved using mirror, parity, or a combination of the two. S2D is mainly targeted at cloud applications, Hyper-V, storage for
backup and replication, and hyperconverged/converged infrastructures.

Converged Hyperconverged
Scale-out —=
file server _
SMB3
—— p—— p——
Cluster shared [ e - — _— —
volumes i — — — —— —
S — — S — — S — —
Virtual disks |pg—] |o—] |p—]| |p—] |o—] [o—]
O e [ — I — ] — O O —
Storage pools o— o— o — o— o— o—
O — [ m— O =— O =— O — O =—
HPE ProLiant DL380 |— - = == = =
a o a o ] ]

FIGURE 1. Converged and hyperconverged environments

2.0 HPE AZURE STACK HCI SOLUTIONS

HPE Azure Stack HCl solutions are configured to deliver solid performance, improved reliability, and high availability. They can be
implemented as 2 to 16 node configurations, providing you with the ability to deploy an engineered, tested, and validated private

cloud environment to meet your most demanding workloads. All HPE Azure Stack HCI solutions are available as hyperconverged or
converged solutions.

2.1 HPE hybrid

HPE hybrid solutions start with two nodes of HPE ProlLiant servers using RDMA-capable network adapters to provide high performance
with minimum processor utilization. In order o make use of HPE solutions using RDMA networking, an RDMA compatible networking

infrastructure is required. HPE hybrid solutions combine different types of drives (HDD/SSD/NVMe) to allow read/write caching and are
available in both LFF and SFF form factors.

2.2 HPE all-flash

HPE all-flash solutions are configured entirely with either SSD or NVMe flash drives and 25Gb or faster RDMA network adapters to support
performance-intensive workloads with HPE ProLiant and HPE Synergy Gen9/Gen10 servers.

E—



Technical white paper Page 4

3.0 CONFIGURATION BEST PRACTICES

This section provides some best practices for configuring Storage Spaces Direct. The procedures outlined in the examples are based on a
4-node HPE DL380 Gen10 SFF configuration. However, the same procedures, with some minor adjustments, can be applied to other
configurations.

3.1 Environment preparation
3.1.1 System configuration

1. For each HPE DL380 server, install the SSD/HDD drives, network adapters, and storage controller as shown in the Figure 2.

HPE Storage controller/fexpander
-HPE SAS SFF SSD ’—

OS boot drives —

T e T T =7 = - Ez:»"!; g
| slsl=] slelelelelelele|leeelsElsisls | i — | =251
s1slel7 8 lla Jolitk2]13]14fs)s) @ o L] o = =~ 9 {rs —TI‘ ;
5 0|0|®|o|o|s|o|e| ojoje|e[o[[s[a]|.[ [
| | [efefefefeyelfe ﬁ' . o =0 A s | N= EAT T =@ B 5 J]m A= Il ]
HPE SAS SFF HDD — HPE Ethernet RDMA adapter 2

HPE Ethernet RDMA adapter 1

FIGURE 2. HPE DL380 Gen10 front/rear view

2. The SSD and HDD drives intended for use in your S2D storage pool should be placed in zones that are in physically approximate for the
ease of management and maintenance. In the example above showing DL380 Gen10 SFF solution, all the S2D drives are placed in the
front drive slots. The S2D storage pool drives must be connected to one or more Smart Array Controller running in HBA mode.
Connecting S2D drives to Smart Array Controller running in non-HBA mode is not supported.

3. For OS boot drives, you can choose hot-pluggable SSD or HDD located in server storage cage, or non-hot-pluggable M.2 SATA SSD
located inside server chassis attached to the embedded Smart Array software RAID controller, depending on your design choices and
system capabilities. You can choose to create either a RAID boot volume or a simple AHCI boot volume, though RAID 1 is preferred for
data redundancy. Boot drives must be connected to a Smart Array Conftroller or an onboard SATA conftroller that is not connected to any
S2D storage pool drives. In the example above for DL380 Gen10 SFF solution, a recommended configuration is to place boot drives in
rear cage that is connected to the onboard S100i controller which can be configured as a RAID volume by configuring UEFI options.

3.1.2 Firmware update

Download the latest Service Pack for ProLiant (SPP) and boot from this ISO image file o update the system firmware.

3.1.3 Storage controller configuration
1. Make sure each node has the default RBSU settings.
2. For Gen1O0 storage controllers, HBA mode is enabled by default.
a. S2D drives may only reside on a storage controller configured exclusively in HBA mode.

b. S2D drives cannot reside on a storage controller configured in either RAID or mixed mode (RAID logical drives and HBA physical
drives simultaneously).

3. For Gen9 storage controllers, enable HBA mode on the storage controllers as follows:
a. Power on the server and press F10 during POST to enter the intelligent provisioning utility.
b. On the next screen, select HPE Smart Storage Administrator.
c.  From the main HPE Smart Storage Administrator screen, select HPE Smart Array controller that is connected to S2D drives.
d. Under Actions, click the Configure button.
e. If the controller is already in HBA mode, you will see the Enable RAID Mode button. In this case, skip to Step g.
. If the controller is in RAID mode, select Enable HBA Mode, then click OK and Finish.
g. Click the X button in the upper right-hand corner followed by OK to exit the application.
h. Click the green power icon in the upper right-hand corner followed by Reboot.

4. Use HPE SSA to create a RAID 1 volume with the boot drives.

—
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3.1.4 Operating system installation and configuration
1. Install Windows Server 2019 Datacenter edition on the RAID volume.

2. Apply the Service Pack for ProLiant (SPP). Make sure to install the chipset, HPE iLO, network, and storage drivers. All others are optional.
Reboot the system after completion.

3. Use PowerShell to install the required Windows features:
PS C:\> Install-WindowsFeature -Name File-Services, Failover-Clustering, Hyper-V, Data-Center-Bridging —IncludeManagementTools
-Restart

4. Run Windows Update.

3.2 Network design
3.2.1 Network connections

Connect each server node to switches as shown in Figure 3. For added resiliency, we recommend dual switches per rack and dual network
adapters per server. Each network adapter has its ports connected to both switches. If switch A or B fails, the S2D network will continue to
operate using the remaining healthy switch. If one network adapter fails in a node, the S2D network will continue normal operation using the
remaining healthy network adapter.

Node n
T S P C it A
rhﬂ'l'irlﬂ‘nlﬁ‘;;-; Md\l-:a-:d_h:.:. n- |.ﬂ-u-T- el B 1 Switch B

FIGURE 3. Recommended network configuration

For configuration consisting of only two nodes without an external switch, connect the two servers using direct cable connections as shown
in Figure 4.

e

B memEmE . m=E

Y TTETT LI

Management network

FIGURE 4. Two-node network configuration
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3.2.2 Active Directory

Configure each node to join a Windows Active Directory domain. For the sample deployments in this document, we assume the following
network configuration.

Storage Spaces Direct Network 1 (10.0.0.0/8)

Storage Spaces Direct Network 2 (20.0.0.0/8)

N N

1 25GBNIC 25 GBNIC N2 25 GBNIC 25 GBNIC 3 25 GBNIC 25 GBNIC N4 25 GBNIC
1GBNIC 1GBNIC 1GBNIC

_____ e S T G ———
192.168.100.250

25GBNIC

———
=
Q
[ss)
=z
o

Management Network 192.168.100.0/24

AD (ssddomain.net)

1GBNIC

FIGURE 5. Storage Spaces Direct network configuration diagram

3.2.3 RDMA networking options

The remote direct memory access (RDMA) feature in HPE network adapters allows lower latency, reduces processor read/write cycles,
and improves performance. RDMA can be implemented using either RDMA over Converged Ethernet (RoCE) or iWARP. RoCEv2
implementations require a lossless or lossy network configuration on the switch while IWARP implementations require minimal
configuration and are easier to deploy.

3.2.3.1 iWARP networking
For iWARP deployments, set the RDMA Operational Mode in RBSU and Device Manager -> Advanced Properties as shown in Figures 6 and 7.

Gb 2p 621SFP28 Adptr - NIC > Port Level Configuration >

Port Level Configuration

Link Speed Auto Negotiated v
Boot Mode PXE ~
DCBX Protocol Dynamic ~
RoCE Priority 0
PXE VLAN Mode Disabled ~
RDMA Operational Mode ~

FIGURE 6. i\WARP setting in RBSU
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HPE Ethernet 10/25Gb 2-port 6215FP28 Adapter #3 Properties

General Advanced Drver Detals Events

Power Management

The following properties are available for this network adapter. Click
the property you want to change on the left, and then select its value

on the right.

Property: Value:

iWARP TCP Timestamp A WARP ;t
Jumbo Packet

Link control

NUMA node ID

Priority & VLAN
Quality of Service

Large Send Offload V2 (IPw4)
Large Send Offload V2 (IPvE)

Locally Administered Address

Max Queue Pairs (LZ) Per VPort
Maximum Number of RSS Queues
Network Direct Functionalit

NVGRE Encapsulated Task Offloa

FIGURE 7. iIWARP setting in Control Panel

3.2.3.2 RoCEv2 networking

For RoCEv2 deployments, configure Virtual LAN (VLAN) and Priority Flow Control (PFC) on the switches and network adapters.

Switch configuration

Use the following procedure for the HPE FlexFabric 5900AF-48XG-4QSFP+ 48-port swifch:

1. Use an RJ-45 to RS-232 cable to connect the console port of the switch to the serial port of your PC.

D RS-232

Console port

Host

FIGURE 8. Swifch connection

2. Open a terminal emulation program (for example, PuTTY) on your PC.

Console cable

3. Set your serial connection to 9600bps/8-N-1.

3

Device

4. The following screen will appear. Press Enter to continue.

Page 7
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= ENTER to get :

FIGURE 9. Set your serial connection on PuTTY

5. For each port, create and assign VLAN and Priority Flow Control values. In the following example, we use VLAN 4 and a Priority Flow
Conftrol value of 3, but the actual values will depend on your particular network configuration.

<HPE>system-view

[HPElvlan 4

[HPE-vlan4]quit

[HPE]interface Ten-GigabitEthernet 1/0/1
[HPE-Ten-GigabitEthernet1/0/1]port link-type trunk
[HPE-Ten-GigabitEthernet1/0/1]port tfrunk permit vlan 4
[HPE-Ten-GigabitEthernet1/0/1]priority-flow-control auto
[HPE-Ten-GigabitEthernet1/0/1]priority-flow-control no-drop dotlp 3
[HPE-Ten-GigabitEthernet1/0/1]qos trust dotlp
[HPE-Ten-GigabitEthernet1/0/1]1quit

View with Ctrl+Z.

A1]lguit

FIGURE 10. Sample parameters for VLAN 4 setting

6. Repeat Step 5 for each S2D node port interface on the switch (that is, Ten-GigabitEthernet 1/0/1 to
Ten-GigabitEthernet 1/0/16).

7. After all ports are configured, use “display vlan” command (in our example, “display vlan 4") to verify that the required ports are
tagged properly.

E—
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Use the following commands for the HPE StoreFabric SN2700M 100GbE switch:
switch (config) # vlan 4

switch [config) # interface ethernet 1/1 switchport mode trunk

switch (config) # interface ethernet 1/1 switchpoct teunk allowed-vlan 4

#Repeat this command for ports 1/1 to 1/32

switch (
(

switch [config) # interface ethecnet 1/1-1/32 traffic-class 3 congestion-contcol ecn minimum-
absolute 150 maximum-absolute 1500

switch (config] # intecface ethecnet 1/1-1/32 ingress-buffer iPoct.pgb bind switch-peiority 6

config] # intecface ethecnet 1/32 switchporct mode trunk

switch [config) # interface ethernet 1/32 switchport trunk allowed-vlan 4

switch (config] # intecface ethecnet 1/1-1/32 ingress-buffer iPort.pg3 bind switch-peiority 3

switch [config) # interface ethecnet 1/1-1/32 ingress-buffer iPorct.pgd map pool iPooll type
lossless reserved 67538 xoff 184372 xon 18432 shared alpha 2

switch (config] # intecface ethecnet 1/1-1/32 ingress-buffer iPoct.pgb map pool iPool0 type lossy
reserved 10240 shared alpha 8

switch (config] # intecface ethecnet 1/1-1/32 egress-buffer ePort.tc3 map pool ePooll resecved 1500
shared alpha inf

switch (config] # intecface ethecnet 1/1-1/32 traffic-class 6 dcb ets strict
switch # interface ethernet 1/1-1/32 qos trust L3

config]

config] # dcb priority-flow-control enable focce
)
)

(
switch
switch (config] # dcb priority-flow-conteol peiocity 3 enable

(

switch (config] # intecface ethecnet 1/1-1/32 dcb peiority-flow-control mode on focce

Network adapter configuration

Configure PFC and create an SMB Direct policy to work with RDMA using PowerShell as follows:
#Set (oS policy for SMB-Dicect

PS> Set-NetQosDcbxSetting -Willing Sfalse

PS> New-NetQosPolicy “SMB” -SMB -PriorityValueB8021Action 3

PS> New-NetlosPolicy “DEFAULT” -Default -PriorityValue8021Action O
#Enable PFC 3

PS> Enable-NetQosFlowContcol -Priopity 3

PS> Disable-NetlosFlowControl -Peiopity 0,1,2,4,5,6,7

#Apply the policy to all adapters

PS> Enable-NetAdapterlos -InterfaceAlias “Embedded FlexiblelOM 1 Poct 17, “Embedded Flexiblel(OM 1
Port 27

PS> Enable-NetAdapteros -InterfaceAlias “PCIe Slot 2 Port 17, “PCIe Slot 2 Port 2”7
#Configuce VLAN ID 4

PS> Set-NetAdapter -Name “Embedded FlexiblelOM 1 Porct 1” -V0lanID 4

PS> Set-NetAdapter -Name “Embedded FlexiblelOM 1 Port 2” -VLanID 4

PS> Set-NetAdapter -Name “PCIe Slot 2 Port 1” -VlanID 4

PS> Set-NetAdapter -Name “PCIe Slot 2 Port 2” -VlanID 4

#hAssign 95% bandwidth for SMB-Direct

PS> New-NetlosTrafficClass “SMB” -Priority 3 -BandwidthPercentage 95 -Algocithm ETS

—
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NOTE

“Embedded FlexibleLOM 1 Port x” and “PCle Slot x Port x” are the friendly names of the RDMA network adapters.

3.2.3.3 RDMA verification

Use the Performance Monitor to verify RDMA is set up correctly. The performance counters RDMA Activity and SMB Client Shares can list
relevant objects such as active RDMA connections, inbound bytes per second, and SMB data bytes per second.

'S)" Performance Monitor _ a -
(") File Action View Window Help = [
e mm E= H

() Performance - ‘ ':D“ x (= WG 1 1] ‘

~ L@ Menitering Teols
S Performance Monitor
= Data Collector Sets
@ Reports

\\PCS640G9-HO
RDMA Activity

RDMA Accepted Connections
RDMA Active Connections
RDMA Completion Queue Errors
RDMA Connection Errors
RDMA Failed Connection Attempts
RDMA Inbound Bytes/sec
RDMA Inbound Frames/sec
RDMA Initiated Connections
RDMA Outbound Bytes/sec
RDMA Outbound Frames/sec

FIGURE 11. Performance Monitor

HPE IBEDR-Ethernet 100Gb 2-port 840Q5FP28 Adapter #2
33.000

19.000

0.000

0.000

0.000
6,708,359,089
6,198,533.802
64.000
9,130,211.549
147,260.961

Microsoft provides a PowerShell script Test-RDMA and a cmdlet Validate-DCB to diagnose RDMA configurations.

Download Test-RDMA ps1 from github.com/microsoft/SDN/blob/master/Diagnostics/Test-Rdma.ps1 to test port traffic.

Use “Get-NetAdapter” to retrieve the interface ifindex of the Network port, and run the following command:

PS> Test-Rdma.psl —Ifindex 7 —IsRoCE $True —RemotelpAddress 172.16.101.2 (as shown below in Figure 12)

ds

rfaceDes

ing adapter
/PFC

Administrator\Downloads

FIGURE 12. Test-RDMA script

MacAddress

ed on each physic

abled

s disabled on

them prior to

LinkSpeed

al adapter

on them later.

sending RDMA traf

SUCCESSFUL tfransmissions will display green messages. Otherwise, the script will provide steps to tfroubleshoot your connection.

The Validate-DCB cmdlet can be installed from the PowerShell gallery using Install-Module

PS> Install-Module ~Name Validate-DCB

PS> Validate-DCB -LaunchUl

In the following wizard, enter information about your S2D cluster and save the settings in Config.ps1

—
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a 2€ Results
Deploy or Laun ...Verifying prerequisites

Loading default
Processing
Getting module 1
Processing
Creating resourc
Processing

Welcome to the Validate-DCB configuration wizard

Introduction

Clustes and Nodes Before you can Validate your DCB configuration, you must provide some prerequisite information about your
expected configuration. If you already have a configuration file, you can skip this wizard.

Adapters

For additional information on any of these steps, check the Validate B documentat

Data Center Bridging Y

S el Doy This wizard will help you collect the necessary information:
®  The hosts or clusters you will be validating
Network Adapter Configuration Details
Virtual Switch Configuration
Virtual Adapter Configuration
Priority Flow Control (PFC) and Enhanced Transmission Selection (ETS) settings

If you experience any issues, please submit an issue on

Launching Configuration and Deploy

FIGURE 13. Validate-DCB

Execute Validate-DCB with parameter —ConfigFilePath Config.ps1

3.2.4 HPE Persistent Memory

HPE Persistent Memory modules featuring Intel® Optane™ DC Persistent Memory technology provides faster data access at a reasonable
price point, which makes it an ideal S2D storage option for data-intensive workload. Servers equipped with HPE persistent memory, also
known as PMEM, need to follow “Population Guidelines for HPE Persistent Memory” as documented in Server Memory and Persistent
Memory Population Rules for HPE Gen10 Servers with Intel® Xeon® Scalable Processors. Server firmware and drivers must be updated to
Service Pack for ProLiant (SPP) version 2019.09.0 or newer.

Before using HPE PMEM for S2D storage pool, please follow Microsoft’s instruction to deploy persistent memory: docs.microsoft.com/en-
us/windows-server/storage/storage-spaces/deploy-pmem. Below is an example of using PowerShell to configure persistent memory:

1. Use “Get-PmemPhysicalDevice” to check PMEM status. For each PMEM device, HealthStatus should be Healthy, OperationalStatus
should be OK.

TotalMemo
SlotNumber
FormatInterfaceCod
HealthStatus
OperationalStatus
OperationalDetails
callocation
ceSpecificProperties E hutdown count, 1], [Percentage remaining, 190], [Lifetime used %, ©], [Media
temperature in C, ¥

rmwareRevision
FirmwareSlotCount
FirmwareUpgradeSupported E
SerialNumber : G 1840-00000ec8e
i 824

[VolatileMemo
TotalMemory 3y = 4123008
SlotNumber
FormatInterfaceCodes
althStatus
perationalStatus
tionalDetai
call tion M 12
ceSpecificProperties = [Unsafe hutdown [Percentage remaining, 1©©], [Lifetime used %, ©], [Media
temperatu

FIGURE 14. Checking PMEM

E—


https://assets.ext.hpe.com/is/content/hpedam/documents/a00017000-7999/a00017079/a00017079enw.pdf
https://assets.ext.hpe.com/is/content/hpedam/documents/a00017000-7999/a00017079/a00017079enw.pdf
https://docs.microsoft.com/en-us/windows-server/storage/storage-spaces/deploy-pmem
https://docs.microsoft.com/en-us/windows-server/storage/storage-spaces/deploy-pmem
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In order to use PMEM as storage devices for use in Storages Spaces Direct, the PMEM Modules must be configured in App Direct Mode. See
HPE Persistent Memory modes section in the in the HPE Persistent Memory User Guide for additional information about the available
PMEM modes. If you find that your PMEM status is not OK or Healthy, this is likely caused by the PMEM modules not being configured in
the correct mode for use by Storage Spaces Direct. To resolve this, you must set a “goal configuration” as described in the Setting the goal
configuration of the HPE Persistent Memory User Guide. We configure the PMEM devices for App Direct Mode using the embedded

UEFI Shell. This can be accomplished by following the instructions described in the Setting the goal configuration with ipmctl section of the
HPE Persistent Memory User Guide. To accomplish this requires rebooting the system, pressing FQ and then going to “System Utilities” =
“Embedded Applications” = “Embedded UEFI Shell”; then run following command at UEFI shell:

Shell> ipmctl create —goal PersistentMemoryType=AppDirectNotInterleaved

2. Once PMEM status is OK and Healthy, run “New-PmemDisk” command to create new persistent memory disk:

edRegion C
ent memory - f moments.
stent memory C Ffew moments.

FIGURE 15. Create PMEM disk

3. At this point, new PMEM disk has been created. Use “Get-PmemDisk” to check PMEM disk status:
Get-PmemDisk

Number Size HealthStatus Atomicit e CanBeRemoved i safeShutdownCount
126 GB Healthy
126 GB Healthy

FIGURE 16. PMEM status

4. In “Get-PhysicalDisk”, the newly created PMEM disks should show up as other regular SSD or HDD devices and ready to participate S2D
storage pool:

PS C:\> Get-PhysicalDisk

DeviceId FriendlyName SerialNumber MediaType CanPool OperationalStatus HealthSt

7des8dfbbfb4

JRTLRE1807
JMTLRE18867

FIGURE 17. Physical Disks with PMEM devices

3.3 Deploying hyperconverged solutions

In a hyperconverged environment, the compute and storage components are located in the same cluster. For this reason, the recommended
hardware requirements are higher in order to handle the load. Storage Spaces Direct volumes are accessible from all the nodes under a local
directory named \ClusterStorage.


https://support.hpe.com/hpsc/doc/public/display?docId=emr_na-a00074717en_us&docLocale=en_US
https://support.hpe.com/hpsc/doc/public/display?docId=emr_na-a00074717en_us&docLocale=en_US
https://support.hpe.com/hpsc/doc/public/display?docId=emr_na-a00074717en_us&docLocale=en_US
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RDMA RDMA ' RDMA
® ® PR o

Hyper-V cluster with local storage

FIGURE 18. Hyperconverged solution

3.3.1 Sample procedure
The following procedure creates a 3-way mirror volume on a sample 4-node cluster. For more information about different volume types,

see the following document: docs.microsoft.com/en-us/windows-server/storage/storage-spaces/plan-volumes. These commands should be
executed from one of the cluster nodes using the domain administrator account.

1. Create cluster
Create a cluster named MYCLUSTER using the four nodes N1, N2, N3, N4, and assign an unused IP address to the cluster.
PS C\> New-Cluster -Name MYCLUSTER -Node N1, N2, N3, N4 -NoStorage —StaticAddress 192.168.100.250
Assign the file share witness as follows:
PS C\> Set-ClusterQuorum —FileShareWitness \\{Witness Server Name}\{Share Name}
2. Enable Storage Spaces Direct
Set the storage system to Storage Spaces Direct mode with the following PowerShell command.
PS C\> Enable-ClusterStorageSpacesDirect
EN Administrator: Windows PowerShell
c,ige?f;hzmxlfisrh\ﬂrlosoﬂ: Corporation. All rights reserved.
PS C:\Users\Administrator> Enable-ClusterStorageSpacesDirect

Confirm

Are you sure you want to perform this action?
Performing operation "Enable Cluster Storage Spac
[¥] Yes [A]l Yes to All [N] No [L] No to All [

s Direct' on Target "MYCLUSTER".
1 Suspend [2] Help (default is "Y™): ¥

Bl
S
Node EnableReportName

M1 C:\Windows\Cluster\Reports\EnableClusters2D on 2019.61.15-21.22.23.htm

S C:\Users\Administrator:>

FIGURE 19. Enable Storage Spaces Direct

3. Create disk volume

Volumes in Storage Spaces Direct provide resiliency, using the following mechanisms: mirroring and parity. We strongly recommend
use of mirroring for optimal performance. The following example shows how to create a 1 TB mirror volume on the Storage Spaces
Direct pool named “S2D*":

PS C\> New-Volume -StoragePoolFriendlyName “S2D*" —FriendlyName MyDisk —FileSystem CSVFS_ReFS -Size 1TB or
PS C\> New-Volume -StoragePoolFriendlyName “S2D*" —FriendlyName MyDisk —FileSystem CSVFS_ReFS -Size 1TB -
ResiliencySettingName Mirror -PhysicalDiskRedundancy 2


http://docs.microsoft.com/en-us/windows-server/storage/storage-spaces/plan-volumes
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EN Administrator: Windows PowerShell

Windows Powershell
Copyright (C) Microsoft Corporation. All rights reserved.

\Administrator> New-Volume

MyDisk
iTE

FriendlyName Fi stemType DriveType HealthStatus OperationalStatus emaining

FIGURE 20. Create disk volume

This example shows how to create a 1 TB parity volume on Storage Spaces Direct:

PS C\> New-Volume -StoragePoolFriendlyName “S2D*" —FriendlyName MyDisk —FileSystem CSVFS_ReFS -Size 1TB -
ResiliencySettingName Parity

3.4 Deploying converged solutions

A converged environment separates compute and storage, placing them in different clusters. This allows the compute and storage functions
to use independent hardware resources and provide independent scalability. The S2D volumes are accessed through the network using the
SMB3 protocol. To understand more about this deployment option, see the following documentation: docs.microsoft.com/en-us/windows-
server/storage/storage-spaces/storage-spaces-direct-overview.

cAlNcAEcARcAEcaRca ke

AL U AL U EL U A N

SMB3 storage network fabric

Hyper-V cluster with local storage

©

5 R 5 © 5 @

FIGURE 21. Converged solufion


https://docs.microsoft.com/en-us/windows-server/storage/storage-spaces/storage-spaces-direct-overview
https://docs.microsoft.com/en-us/windows-server/storage/storage-spaces/storage-spaces-direct-overview
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4.0 TROUBLESHOOTING

4.1 Cluster verification

Use the Test-Cluster cmdlet to verify your system configuration. A full detailed report will identify the areas where the requirements are
not met.

PS C\> Test-Cluster -Node N1, N2, N3, N4 —Include “Storage Spaces Direct”, Inventory, Network, “System Configuration”

EN Administrator: Windows PowerShell =) (] >

Windows PowerShell
Copyright (C) Microsoft Corporation. All rights reserved.

\Administrator> Te -C - N N2, N3 N Inventory. Network

in the Repo =
and all (with or

@6 validation Report 2019.01.15 At 21.48.10.htm

FIGURE 22. A full detailed report after using the Test-Cluster cmdlet

Use a browser to view the report that is generated in the specified folder location.

4.2 Disk management
In the following report, there were no eligible disks found on Node 3 for S2D. Replace the storage with the appropriate media to fix
the problem.

@& file:///C:/Users/Administrator/AppData/Local/Temp/Validation%:20 © ~ & || &3 Failover Cluster Val
N3.ssddomain.net

No eligible disks were found on which to perform cluster validation tests.Eligible disks must comply with the following:
- The bus type must be "SAS”, “SATA", or "NVMe"

- Disks with @ SAS or NVMe bus types must support page 83

- Disks with a SATA bus types must support page 80

- A disk with no partition table (RAW) or a partition table with a GPT or an MBR format is supported

- Disks with a GPT partition table must not contain any system or basic data partitions

- Disks with an MBR partition table may only contain unused, logical disk manager (LDM), or Microsoft Storage Spaces ¢

Disk won't be eligible either if any of the following is true:
- Disk is a boot volume

- Disk is a system volume

- Disk is used for paging files

- Disk is a hibernate disk

- Disk is used for memory dump files

- Disk is removable

- The port driver used by the disk does not support clustering
- Disk type is dynamic

- Disk is in use by another application

- Disk is a redundant multipath IO (MPIO) disk

- Disk is a snapshot disk

- Disk belongs to a non primordial storage pool

- Disk is failing 10. Control code failures

- Disk is unreadable

Disk D_isk VPD I_'age 83h vPD ol D Model Firm!nrare Bus Stac
Version Type Typt
(] {d1354113- S000CS5003CS535683 6TB2DEVX00008205JBE3 HP <unknowns> RAID Stor
b3e5-4d6c- EHO146FAWIB Port
S4dd- SCSI Disk
3a9d17efbdb3} Device

FIGURE 23. No eligible disks found on Node 3 for S2D

Ensure the proper HPE Smart Array controller driver is installed using the SPP. The Windows inbox storage controller driver will make your
SSDs/HDDs not eligible for S2D. The following are some useful tips for disk management:

Disks cannot contain any partitions and should be cleaned using the “Clean” command in DiskPart.

E—
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Use the following cmdlet to view the list of disks used by the storage pool:
PS C\> Get-StoragePool —FriendlyName “S2D*" | Get-PhysicalDisk
Use the following cmdlet to delete a virtual disk:

PS C:\> Remove-VirtualDisk —FriendlyName “MyDisk”

4.3 Disk rebuild

When replacing failed disks with new ones, verify data reconstruction status using Get-StorageJob as follows.

EXN Administrator: Windows PowerShell = O >

Windows PowerShell
[Copyright (C) Microsoft Corporation. All rights reserved.

PS C:\Users\Administrator> Get-S

erformanceHistory-Repair True
-Repair True

S C:\Users\Administrator> _

FIGURE 24. Storage jobs

4.4 Disk clean

All disks need to be empty before enabling S2D. You can clean all disks using PowerShell scripts. For more information, see the

Clean drives section in following documentation: docs.microsoft.com/en-us/windows-server/storage/storage-spaces/hyper-converged-
solution-using-storage-spaces-direct#step-3-configure-storage-spaces-direct.

4,5 Cluster management
Adding a new node to your existing cluster can extend your storage pool size. However, only volumes created after adding the new node will
be able to make use of the additional storage space available in the new node. Add a new node using the Get-Cluster cmdlet as follows:

PS C:\> Get-Cluster MYCLUSTER | Add-ClusterNode NEWNODE

EN Administrator: Windows PowerShell

Windows PowerShell
Copyright (C) Microsoft Corporation. All rights reserwved.

PS C:\Users\Administrator> Get-Cluster MYCLUSTER | Add-ClusterNode NEWNODE

FIGURE 25. Cluster management

NOTE
Each cluster may contain up to a maximum of 16 nodes.

4.6 Network management
Use the following cmdlets to disable RDMA:

PS C:\> Disable-NetAdapterRdma “Embedded FlexibleLOM 1 Port 1”
PS C:\> Disable-NetAdapterRdma “Embedded FlexibleLOM 1 Port 1 2”
PS C\> Set-NetOffloadGlobalSetting -NetworkDirect Disabled
Alternatively, enable RDMA again using:

PS C\> Enable-NetAdapterRdma “Embedded FlexibleLOM 1 Port 1”

E—


https://docs.microsoft.com/en-us/windows-server/storage/storage-spaces/hyper-converged-solution-using-storage-spaces-direct#step-3-configure-storage-spaces-direct
https://docs.microsoft.com/en-us/windows-server/storage/storage-spaces/hyper-converged-solution-using-storage-spaces-direct#step-3-configure-storage-spaces-direct
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PS C:\> Enable-NetAdapterRdma “Embedded FlexibleLOM 1 Port 1 2"

PS C\> Set-NetOffloadGlobalSetting -NetworkDirect Enabled

4.7 Remove Storage Spaces Direct

Before you remove a Storage Spaces Direct Cluster, you should remove all virtual disks created in the Storage Spaces Direct storage
pool (see Disk Management). Once all virtual disks are removed, you can run the following commands o remove the Storage Spaces
Direct Cluster.

PS C:\> Disable-ClusterStorageSpacesDirect
PS C:\> Get-Cluster MYCLUSTER | Remove-Cluster

Reboot all nodes and clean all used disks.

5.0 ADDITIONAL RESOURCES

Microsoft Storage Spaces Direct

Microsoft Storage Replica

Microsoft Azure Stack HCI home page

HPE Azure Stack HCI home page

APPENDIX 1: PERFORMANCE VALIDATION METHOD

A1l.1 VMFleet for Storage Spaces Direct
In this section, we describe the standardized environment and the procedure used to test our performance validation. Unless explained
ofherwise, all the fests are based on following criteria:

1. Four-node isolated S2D cluster
2. Three-way mirror volume resilience setup for use by the VM guests

3. VMFleet running 20 VM guests per node. Each VM guest runs one instance of diskspd

VMFleet is part of diskspd and provides performance stress against an S2D deployment. Our validations are carried out in the following
manner:

1. Download diskspd from GitHub. The VMFleet files are located in diskspd-master\Frameworks\VMFleet folder

2. Copy the VMFleet folder onto one of the S2D nodes

3. Run following commands:
Get-ClusterNode % { New-Volume -StoragePoolFriendlyName S2D* -FriendlyName $_ -FileSystem CSVFS_ReFS -Size 12TB }
(Volume size depends on VM size and number of VMs)
New-Volume -StoragePoolFriendlyName S2D* -FriendlyName Collect -FileSystem CSVFS_ReFS -Size 1TB

4. Go to the VMFleet folder and run “\install-vmfleet.ps1 -source.”

5. Copy DISKSPD.exe into C:\ClusterStorage\Collect\Control\Tools

6. Open Hyper-V Manager and install Windows Server 2019 Core VM for VMFleet. Copy VM file (YourVM.vhdx) to
C:\ClusterStorage\Collect

For testing purposes, we recommend using a fixed size VHDX (20 GB).
7. To create 20 running VMs, run the following command:

A\create-vmfleet.psl -basevhd “C\ClusterStorage\collect\YourVM.vhdx” -adminpass xxx -connectpass xxx -connectuser “Administrator”
-vms 20

-adminpass and —connectpass are the same password as the VM administrator.

Allow some time for 20 VM deployment.

E—


https://technet.microsoft.com/windows-server-docs/storage/storage-spaces/storage-spaces-direct-overview
https://technet.microsoft.com/windows-server-docs/storage/storage-replica/storage-replica-overview
https://azure.microsoft.com/overview/azure-stack/hci
http://www.hpe.com/solutions/azurestackhci
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8. The following command is optional for VM configuration:

\set-vmfleetpsl -ProcessorCount 1 -MemoryStartupBytes 8GB -DynamicMemory $false

9. All VMFleet files are ready; run \start-vmfleet.ps1 to start all VMs.
Run \fest-clusterhealth.ps1 to check for any problems in the cluster
10.To monitor the storage performance, run \Watch-Cluster.ps1 (Ctrl-C to stop)

11.Run test cases on VMs; the following commands run the test for 600 seconds using seven threads to drive 0%/10%/30% random 64 KiB
writes at a depth of 40 overlapped I/Os to a regular file.

\start-sweep.psl -b 64 -t 7-0 40 -w O -p r -d 600
\start-sweep.psl -b 64 -t 7 -0 40 -w 10 -p r -d 600
\start-sweep.psl -b 64 -t 7 -0 40 -w 30 -p r -d 600
12.Log files will be generated when all tests are completed in the VMs.
13.To collect the report files, copy *xml files from C:\ClusterStorage\Collect\Control\report to a new folder.
- Copy process-diskspd.ps1 from diskspd-master folder to the folder you created
- Run process-diskspd.ps1, report files will be collected into single file named result.tsv
14.To stop all VMs, run \stop-vmfleet.psl
15.To destroy all VMs, run \destroy-vmfleet.psl

A1.2 How to monitor the performance of VMFleet
Performance Monitor provides counters and recorders for monitoring processor utilization, disk read/write bytes, and network activity.
The following steps outline how tfo monitor specific counters.

1. Open Performance Monitor, browse to Data Collector Sets and create a new Data Collector Set.

(%) Performance Monitor
(%) File Action View Window Help
oo | afc= HE @
@‘:‘J Performance Name Status
~ [ g Monitoring Tools

B8 Performance Monitor

~ :'_- Data Collector Sets
3, User Define

¥ Server Manager Performance M... Stopped

- New > Data Collector Set
& System
1, Event Trace View 5
Lz Startup Eve New Window from Here
@ Reports
Refresh
Export List...
Help

FIGURE 26. Create a new Data Collector Set in Performance Monitor
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2. Name the collector set and choose Create manually (Advanced). Click Next.

@ Create new Data Collector Set.

How would you like to create this new data collector set?

MName:
[ s2D

O Create from a template (Recommended)

@) Create manually (Advanced)

Finish  Cancel

FIGURE 27. Name the new Data Collector Set

3. Select Performance counter and click Next.

& (8 Create new Data Collector Set.

What type of data do you want to include?

@ Create data logs

[ Performance counter
D Event trace data

[ system configuration information

(O Performance Counter Alert

| MNext I Finish Cancel

FIGURE 28. Choose the data type

4. Click add and select the desired counters. We recommend the following counters:

Processor

—
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Cluster CSVFES

Sample interval can be 5 seconds or longer. Click Next and select the location of report.

€ (N) Create new Data Collector Set.

Performance counters:

Which performance counters would you like to log?

\Cluster CSVFS\*
\Processor(_Totalj\*

| .-RHCI'I"IOVE

Sample interval:

Units:

El

I%]- -Seconds v

[ Net ] Finish

| | Cancel

FIGURE 29. Add performance counter for monitoring

@ Performance Monitor

(%) File Action View Window Help
e | 2@ XE = HE

5. The new collector set will be added. Select the data collector and edit its properties. You can set Maximum samples.

@_F'.erformance Name Type Output
X | Mo tonngiioots . mDnhCollad.orm Performance Counter
B8 Performance Monitor
~ [54 Data Collector Sets DataCollectorD1 Properties X
v _3 User Defined
& s20 Performance Counters  File
- ¥ Server Manager Per e -
> Lmd System ° acecnm‘lﬁ ”
vent Trace Sessions \Cluster CSVFS\ R | Add... ‘
[, Startup Event Trace Ses \Processor(_Total)} —‘
> j Reports LEmove
Log format:
e
Sample interval: Units: Maximum samples:
Ea— e e —
Data source name:
[oc ][ comcel || aooly

FIGURE 30. Set maximum samples in DataCollector properties

—
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6. When VMFleet starts running, allow five seconds for it fo warm up. Then, click Start on your Data Collector Sets. If you sef Maximum
Samples already, the collector will stop automatically when the maximum is reached.

(%) Performance Monitor

(&) File Action View Window Help

e rFIXE A= HE|D

(R) Performance Name
~ [ g Monitoring Tools

B8 Performance Monitor
v |3 Data Collector Sets

v [} User Defined

—
I Se Start
= Syster Stop
i Event Save Template...
) Starty Data Manager...
[ Reports

Latest Report

New

View

New Window from Here

Delete
Refresh
Export List...

Properties

Help

FIGURE 31. Confent window of the Data Collector Sets

DataCollector01

Type

Performance Counter

APPENDIX 2: WINDOWS ADMIN CENTER (WAC) EXTENSION FOR AZURE STACK HCI

A2.1 WAC Extension preview

The HPE WAC extension for Azure Stack HCI preview is ready for download from the Microsoft Windows Admin Center Feed.

Windows Admin Center Settings

Settings

User Extensions
2 Account

We might have to restart the Windows Admin Center gateway after installing an extension, temporarily affecting availability for
anyone else currently using this gateway.

¥r Personalization

£53 Language / Region

Available extensions nstalled extensions Feeds
0 Suggestions
= 99 1 Install
Gateway - =

BS Extensions
= HPE Azure Stack HCl WAC Extension (Preview)  0.1.0
A Azure HPE Server WAC Extension (Preview 020

p Internet Access Linicnns MR Bl Stegemir e

(4]

msfLiis.iis-management
Development

©n Advanced
Pure Storage FlashArray

[E] Performance Profile
OCT Mananement Suite

= Microsoft

1.0.57

130

Hewlett Packard Enterprise
Hewlett Packard Enterprise
Lenovo

Microsoft

NEC

Pure Storage

OCTTW

Details - HPE Azure Stack HCl WAC Extension (Preview)

—

FIGURE 32. HPE WAC Extension

Windows Admin Center Feed

windows Admin Center Feed

Windows Admin Center Feed
Windows Admin Center Feed
Windows Admin Center Feed
Windows Admin Center Feed

Windnows Admin Canter Fasd

From the Settings icon the Top Right, select Gateway “Extensions”. The HPE Azure Stack HCI Extension Preview version 0.1.0 is listed. Click

on “Install” to download.

—
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